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Abstract
As artificial intelligence (AI) becomes more embedded in personal
health technology, its potential to transform health decision-making
through personalised recommendations is becoming significant.
However, there is limited understanding of how individuals per-
ceive AI-assisted decision-making in the context of personal health.
This study investigates the impact of AI-assisted decision-making
on trust in physical activity-related health decisions. By employing
MoveAI, a GPT-4.0-based physical activity decision-making tool, we
conducted a mixed-methods study and conducted an online survey
(N=184) and semi-structured interviews (N=24) to explore this dy-
namic. Our findings emphasise the role of nuanced personal health
recommendations and individual decision-making styles in shaping
trust in AI-assisted personal health decision-making. This paper
contributes to the HCI literature by elucidating the relationship
between decision-making styles and trust in the AI-assisted per-
sonal health decision-making process and showing the challenges
of aligning AI recommendations with individual decision-making
preferences.
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• Human-centered computing → Human computer interaction
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1 Introduction
Personal health technologies (PHT) (e.g., Fitbit1 and Apple Health2)
currently function as tools that support individuals in making
health-related decisions [24, 39], by collecting data (e.g., calories
burned) [63] and facilitating making lifestyle choices (e.g., reduc-
ing fat intake) [25]. With the increasing integration of artifi-
cial intelligence (AI), PHT are anticipated to transform personal
health decision-making (HDM) through predictions and person-
alised lifestyle recommendations [55]. For example, FitnessAI3, an
AI-powered fitness app, promises to analyse an individual’s exercise
form and technique, suggest adjustments to their form, and provide
tailored exercise recommendations based on user preferences and
feedback.

The evolution of the integration of AI with PHT offers signif-
icant potential. Future PHT is expected to engage individuals in
interactive dialogues that personalise the recommendations to their
specific health concerns and preferences [26]. As PHT evolves
from simple tracking tools to more autonomous and collaborative
systems, understanding how individuals perceive and interact with
AI-assisted HDM becomes crucial [50]. According to Vereschak
et al. [77], people’s perceptions of AI systems are shifting from
viewing PHT merely as “limited to single-purpose supportive tools”
to considering them as collaborative peers who are capable of
taking initiative and responding to a wider range of queries. This
shift is likely to influence AI-assisted personal HDM as well.

However, human-AI collaboration in personal HDM brings chal-
lenges as well, particularly given that individuals might, rightly or
wrongly, trust the accuracy of technology-based health decisions
more than those made by doctors [30]. For example, Chen et al.,
[9] show that individuals with limited health knowledge often trust
social media and other online resources more than medical profes-
sionals, which might also be repeated in human-AI collaboration.
Even recently, it appeared in the news that individuals started to ask
1www.fitbit.com (Last retrieved on 1 September 2024)
2https://www.apple.com/ios/health/ (Last retrieved on 1 September 2024)
3https://www.fitnessai.com (Last retrieved on 1 September 2024)

https://orcid.org/0009-0008-6289-7905
https://orcid.org/0000-0002-9950-4588
https://orcid.org/0000-0002-7503-573X
https://orcid.org/0000-0002-8801-9763
https://creativecommons.org/licenses/by-nc/4.0
https://creativecommons.org/licenses/by-nc/4.0
https://creativecommons.org/licenses/by-nc/4.0
https://doi.org/10.1145/3706598.3713462
https://doi.org/10.1145/3706598.3713462
https://doi.org/10.1145/3706598.3713462
www.fitbit.com
https://www.apple.com/ios/health/
https://www.fitnessai.com


CHI ’25, April 26–May 01, 2025, Yokohama, Japan Sterre van Arum et al.

ChatGPT about their undiagnosed health issues4, and many people
believe that ChatGPT can make the right diagnosis for them5.

Human-AI collaboration in personal HDM is a new type of col-
laboration which involves collaborative goal-setting and progress
tracking [79]. For some, this collaboration might resemble the
doctor-patient partnerships that occur in clinical settings [e.g., 59, 61,
86]. In such partnerships, healthcare professionals and patients go
through information exchange, deliberation, and decision-making
together, by considering the clinical evidence and patient prefer-
ences [62]. This process, known as the shared decision-making
process [8, 43], values the decisions of informed patients [21]. It
enables both parties to contribute to the final treatment decision in
various ways [8]: Patients trust healthcare professionals to make
personalised health decisions [52] and expect their expertise and
knowledge to be applied to their unique health situations [22], while
patient preferences are valued in treatment decisions [43]. Devel-
oping a similar team-like collaboration between humans and AI
can help transform the way we think about human-AI interactions,
as humans might grant more autonomy to AI in such partnerships
[54].

Meanwhile, decision-making in everyday life is a dynamic pro-
cess, which requires several competencies [7] and certain cogni-
tive capacities [37]. Individuals go through and reflect on various
sources of information, which, in turn, affects their trust in the
decisions made [35]. In AI-assisted decision-making, personal ex-
perience plays a significant role in trusting the AI systems and
judging the reliability of AI-based recommendations [78]. In fact,
various factors such as knowledge [17], decision-making styles
[67] and perceived trust in the tools and the process [33], influence
trust in decision-making processes [78], which would also be the
case for AI-assisted personal HDM. Hence, the integration of AI
in PHT and collaborative decision-making with PHT still present
challenges, particularly in understanding how individuals interact
with, collaborate, and perceive the recommendations provided by
AI algorithms. While considerable progress has beenmade in recent
years in understanding the perspectives of healthcare providers in
making decisions through human-AI collaboration [e.g., 32, 41, 60],
this knowledge has not yet been transferred to human-AI collabora-
tion in personal health decision-making. This translation requires
more focused and dedicated research about human-AI collaboration
in personal health decision-making, which has not been done yet.

We address this gap by exploring two key questions: (1) How
do individuals perceive the process of AI-assisted collaborative
personal health decision-making? and (2) How do such processes
affect trust in AI-assisted health decision-making? In this paper, we
choose to focus on physical activity, due to the widespread adoption
of fitness trackers and health apps which have familiarised many
individuals with technology-assisted physical activity decisions
[34, 87]. Many people use these tools primarily to learn about
their step counts, which also makes it a practical entry point for us
to investigate what happens when individuals are presented with
dialogues about their physical activity behaviour. In doing so, our
aim is not to assess the effectiveness of a particular AI-assisted PHT

4https://www.today.com/health/mom-chatgpt-diagnosis-pain-rcna101843 (Last re-
trieved on 1 September 2024)
5https://www.forbes.com/sites/johnkoetsier/2024/01/02/dr-gpt-84-say-chatgpt-got-
their-diagnosis-right/ (Last retrieved on 1 September 2024)

in increasing physical activity but to use physical activity as a lens
through which we explore the broader implications of AI assistance
on the trustworthiness of personal HDM processes.

Our paper examines the dynamics of possible future scenarios
and offers recommendations for developing AI-assisted PHT that
helps individuals make informed health decisions. As such, we
aim to provide a dedicated source for demonstrating how AI be-
haviour and human decision-making styles [67] affect the trust in
AI-assisted personal HDM process. Such a source can also open up
new directions for addressing the grand challenges that Mamykina
et al. [50] discussed about the role of AI in personal informatics.

To address our research questions, we conducted an online study
with 184 participants and interviews with 24 of them to understand
their perceptions of an AI-assisted collaborative physical activity
decision-making process. Our contribution to the HCI literature is
two-fold: (1) we clarify the relationship between decision-making
styles and trust in AI-assisted personal health decision-making
(HDM), and (2) we highlight the challenges of aligning AI’s personal
health recommendations with individuals’ decision-making styles.
In the end, we provide future directions for developing AI-assisted
personal health technology that is personalised in both content and
interaction and requires experiential explainability that resonates
with individuals beyond mere technical explanations.

2 Related work
2.1 Human-AI Collaboration in Personal Health

Technology Use
Over the past decade, the landscape of personal health technology
(PHT) has undergone a significant transformation. Advancements,
particularly in sensor technologies [e.g., 40, 64] and artificial in-
telligence [e.g., 10, 79], led to the development of PHT that auto-
matically track various aspects of health such as physical activity
[14], sleep patterns [45] and even stress levels [18]. Today, smart
wearables like Garmin and Apple can predict exercise performance
from individuals’ training intensity and volume [38].

AI-assisted PHT holds significant promise in enhancing per-
sonal health management through collaboration between humans
and AI systems. For example, Stawarz et al. [73] found that AI-
assisted personal health decision support that considers distinct
types of situations (e.g., expected or unexpected routines) could help
individuals better handle their unforeseen health circumstances.
Large Language Model (LLM)-based health tools also offer respon-
sive and inclusive interactions that can provide health support
[49]. These tools can accommodate natural language conversa-
tions and can make health advice more accessible and personalised.
LLM-supported PHT can also play the role of an expert coach that
motivates individuals towards discovering actions regarding their
personal health goals [36]. In the study of Strömel et al. [74], LLM-
generated narratives around fitness tracking data were found to
help individuals better reflect on their personal well-being data.
Although not yet optimal, ChatGPT-generated training plans for
runners were also found to provide training guidance, especially for
informed exercisers [19]. Individuals expect, but miss, LLM-based
health apps to present precise and accurate health information and
provide accurate diagnosis [56]. These developments suggest that

https://www.today.com/health/mom-chatgpt-diagnosis-pain-rcna101843
https://www.forbes.com/sites/johnkoetsier/2024/01/02/dr-gpt-84-say-chatgpt-got-their-diagnosis-right/
https://www.forbes.com/sites/johnkoetsier/2024/01/02/dr-gpt-84-say-chatgpt-got-their-diagnosis-right/
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AI-assisted PHTs have the potential, but are not there yet, to be-
come proactive assistants that integrate data from multiple sources
and provide more accurate and context-aware health advice [50].

Meanwhile, several scholars [e.g., 47, 48, 71] criticise the direc-
tion of human-technology relations in personal health tracking.
For example, Fox [27] contends that PHT is “intrusive on people’s
daily lives” and contributes to the ‘medicalisation of everyday life’
(which was indicated by [13]). As a result, PHT is criticised for in-
terfering with the principles of personal autonomy, making people
no longer able to evaluate their own health needs but leave them
with PHT-determined goals [27]. This view is also supported by
Schneiderman et al., [70] who identified the need for interfaces that
enable individuals “to better understand underlying computational
processes” and provide them “the potential to better control their
(the algorithms’) actions”. These perspectives require collaboration
rather than technological imposition to ensure human autonomy.
This evolution, in return, can support more informed and collabo-
rative personal HDM [73].

This shows that the potential for specific types of AI support (e.g.,
chatbots or voice agents) to enhance or supplement current PHT
remains an area for further exploration, particularly in terms of
complementing the output such as the lifestyle recommendations
[50]. In that regard, human-AI collaboration can be inspired by the
shared decision-making that occurs in clinical settings [21, 23, 42].
Shared decision-making (SDM) is a collaborative process where
patients and healthcare providers work together to make health
decisions, by considering the best clinical evidence and the patient’s
values and preferences [21, 54]. It is a process in which choice
talk, option talk, and decision talk occur. During the choice
talk, the healthcare provider acknowledges that a decision needs to
be made and that the patient is invited to participate in making that
decision. Option talk involves discussing the available options in
detail, including the risks and benefits of each, to ensure the patient
is well-informed. Finally, decision talk focuses on supporting the
patient as they consider their preferences and decide on the best
course of action.

Research further highlights the advantages of SDM. For instance,
involving patients in discussions about antibiotics reduces unnec-
essary prescriptions [42] and empowers them with a better under-
standing of the risks and benefits of health decisions [43]. Similarly,
AI systems can process large datasets and generate evidence-based
recommendations [1], while humans contribute to contextual un-
derstanding and personal preferences [72]. However, individuals
with insufficient health knowledge may struggle to understand
health information [83], which leads to confusion when attempting
to comprehend the implications of their health decisions [46].

Yet, the potential of misinformation in AI-generated PHT content
raises concerns [84]. For example, health experts tend to process
less information, but consider risks better and make sharper distinc-
tions among various possible decisions [66]. Without such nuanced
understanding, individuals might make health decisions based on
incomplete or misunderstood information that AI provides [29].
Therefore, AI needs to supplement, rather than replace health pro-
fessionals in personal HDM contexts, as medical decisions require
value judgments and empathy that AI generally lacks [15]. Thus, it
is critical to prevent potential harm by evaluating the dynamics of
human-AI collaboration in HDM.

2.2 Dynamics of Health Decision-Making in
Human-AI Collaboration

According to traditional models, decision-making is a systematic
approach in which decision-makers identify options, generate sup-
porting and opposing arguments, and carefully weigh these ar-
guments to reach a well-informed decision [5, 35]. Byrnes [7]
describes this process as a stepwise one, which involves setting a
goal (e.g., have fun with friends), compiling options for producing
that goal (e.g., play sports or go for a joy ride), rank-ordering op-
tions (e.g., playing sports is better than going for a joy ride), and
finally choosing the option with the highest ranking. However,
decision-making tends to be a more dynamic, recursive thinking
process which involves ongoing construction and evaluation of
arguments to resolve conflicts among competing options [35].

Kahneman’s seminal “Dual-System Theory” [37] delineates two
types of thinking processes: System 1, which is fast, intuitive, and
prone to biases, and System 2, which is slower, deliberate, and ana-
lytical thinking. Depending on the context, decision-makers might
navigate between these systems, with System 1 being favoured
in routine or high-pressure situations where making speedy de-
cisions is essential, while System 2 is engaged in more complex
or unfamiliar scenarios that require detailed analysis. Relatedly,
decision-making in everyday life is associated with certain decision-
making styles [16], which are the habitual ways individuals ap-
proach choices. Peoplemight have spontaneous (i.e., making quick
decisions), dependent (i.e., relying on others’ guidance), intuitive
(i.e. trusting gut feelings), avoidant (i.e., delaying decisions), and
rational (i.e., carefully analysing information) decision-making
styles [44, 58]. These decision-making styles often overlap rather
than function independently, as individuals may employ multiple
styles simultaneously or switch between them depending on the
context. This overlap illustrates the fluidity in how people make
decisions and affects their reliance on either System 1 or System
2 thinking. For instance, when people are busy, they have more
on their minds and are pressed for time, therefore, they are more
likely to rely on System 1 thinking as opposed to System 2 thinking
[53]. Yet, when faced with emotionally loaded decisions (such as
choosing a lifetime partner), System 2 thinking may lead people to
make decisions they later regret [53, 82].

These insights help us understand how individual ways of
decision-making might affect HDM with AI-assisted PHT. First
of all, human self-confidence and individual experience often affect
the adoption of AI suggestions during AI-assisted decision-making
[11]. Research shows that individuals’ trust in AI recommendations
can influence the speed of –and confidence in– decision-making
[76]. Reliance on System 1 can increase susceptibility to cognitive
biases such as overconfidence or anchoring [65]. In contrast, low
trust in AImight push individuals towards System 2 thinking, which
can result in a more rigorous evaluation of the AI’s recommenda-
tions than it requires and lead to excessive deliberation. People
might, on the other hand, trust incorrect AI recommendations, even
when they have greater prior knowledge or are given information
about the system’s low confidence in the recommendations [75].

Miscalibrated trust can also arise due to the Dunning-Kruger
effect, where less competent individuals overestimate their abilities,
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Figure 1: Overview of Methodology of the Study

which leads to under-reliance on AI systems [31]. Therefore, the ef-
fectiveness of human-AI collaboration in personal health decisions
hinges on how well these systems can address the diverse needs
of different decision-making styles. For example, WB de Bruin
et al., [6] find that someone’s type of decision-making style in a
real-life setting can predict decision-making competencies. This
finding is significant for our study because it highlights the impor-
tance of tailoring AI-assisted PHT to accommodate the individuals’
decision-making styles.

Therefore, each decision-making style—rational, intuitive, spon-
taneous, avoidant, and dependent [44, 58] —presents unique needs
and behaviours that AI tools must accommodate. For example,
individuals with a rational decision-making style might benefit
from AI systems that provide comprehensive data analysis and
clear rationales for their recommendations. Meanwhile, those with
a more dependent decision-making style may require AI systems
that offer reassurance through consistent feedback and validation
and help to build their confidence in the decisions they make. In
contrast, those with an intuitive decision-making style may rely on
gut feelings and individual experiences, which can cause them to
delay action-taking due to affective responses.

In short, personalising health recommendations to accommodate
different decision-making styles can enhance human autonomy,
particularly in promoting adherence to proper AI-assisted per-
sonal health decisions. In that regard, we first understand the
interplay between individuals’ decision-making styles, their trust
in AI tools and the AI-assisted HDM. This knowledge can help
tackle the challenges we explained in section 2.1. This way, we aim
to open new research directions for PHT that facilitate AI-assisted
HDM and consider individual needs, differences and their impacts
on trust in AI-assisted HDM.

3 Methodology
We carried out a mixed methods study (see Figure 1 for an overview)
to address how individuals perceive AI-assisted collaborative per-
sonal HDM process. To this aim, we first designed an online study
in which the participants interacted with MoveAI, an LLM-based
interactive HDM-support tool. This interaction provided us with

insights into participants’ reflections about trust in the AI-assisted
HDM process. The online study was designed to allow us to follow
up on the responses of participants and gain more in-depth insights.
Therefore, we requested participants to leave their email addresses
if they were interested in a follow-up interview.

Our study was grounded in the presumption that AI-assisted
health decision-making processes can be inspired by, and benefit
from, a shared decision-making approach [21, 23, 42] where AI
serves as a supplementary tool that personalises the HDM and
health advice. This presumption guided the overall design of the
online study and interview questions, as well as the prompts of
MoveAI which aimed to foster collaborative HDM. We obtained
ethical approval from our research institute before we recruited
participants.

3.1 Online Study
We designed the online study by using the Qualtrics XM survey
platform to investigate individuals’ interactions with AI in per-
sonal health decision-making. The study consisted of four parts,
with several questions and an interactive part, MoveAI (see Table
1 for details of the study setup). In Part 1, participants provided
demographic information including their age, sex, and education
level. As we stated earlier, we specifically focused on health choices
around physical activity (PA) levels. This deliberate choice was due
to many people’s familiarity with physical activity tracking which
makes them aware of their PA levels. Aligned with this choice,
in Part 2, we assessed participants’ physical activity (PA) levels
with the well-established “Stages of Change” scale [51]. The scale
assesses where an individual stands in terms of readiness to adopt
or maintain regular physical activity (PA). It consists of four state-
ments which identify five stages of change: pre-contemplation (i.e.,
no engagement with regular PA), contemplation (i.e., awareness
about the benefits of PA, not active enough), preparation (i.e., taking
steps for being regularly active, but not consistently), action (e.g.,
actively engaging in regular PA but for less than 6 months), and
maintenance (i.e., regularly engaged in PA for more than 6 months).
We also asked the participants about the tools they use to track
their physical activity.
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Table 1: Questions and Setup of the Online Study

Part Question Type Way of Data Collection

1 Age Open-ended (text box) Numeric entry
1 Gender Closed (single choice) 3 choices (female/male/prefer not to answer)
1 Familiarity with LLMs Closed (single choice) 5 choices (Not at all to extremely)
2 Stages of change (PA levels) Closed (single choice) 4 items, with yes/no responses [51]
2 PA tracker use

Whether the tracker gives PA
suggestions
Degree of compliance with those
suggestions

Open-ended (text box)
Closed (single choice)
Closed (single choice)

Text entry
3 choices (yes/no/I do not know)
6 choices (not at all to a great deal or not applicable)

2 Trust in various sources in PA
decision-making

Rating Scale (importance) 6 questions about the example human sources of
knowledge (i.e., medical professionals, personal
sports trainers, personal dietitian/nutritionists,
general practitioners (GP), close friends and family
members)

3 Decision-making with MoveAI Interacting with MoveAI based on patient-doctor shared-decision-making steps
[implemented from 22, 43, 59]

4 Opinions about MoveAI Rating Scale (satisfaction) 3 questions about participants’ opinions of their
interaction with MoveAI

4 Perceptions about MoveAI Likert Scale (agreement) 3 questions about whether MoveAI
respected/understood the participant

4 Trust in the decision-making
process with MoveAI

Likert Scale (agreement) 14 questions [adapted from 3]

4 Decision-making styles of
participants

Likert Scale (agreement) 25 questions [original questions from 58]

The core of the online study (Part 3) involved an interactive
part where participants engaged with MoveAI (Figure 2) our HDM
tool powered by OpenAI’s GPT-4.0. We positioned MoveAI as a
supplementary support in the HDM process, which reflects our
presumption that AI assistance in HDM should enhance, not re-
place, autonomy in personal health decisions. Aligned with this, we
configured MoveAI to simulate a conversation about physical activ-
ity advice, with participants instructed to interact for at least five
minutes. This interaction followed a pre-set structure (explained
in section 3.2) to guide the participants through discussing their
physical activity habits with MoveAI and receiving personalised
advice from it. To interact with MoveAI, participants were directed
from the Qualtrics survey page to the MoveAI interaction page
through a separate link. At the end of this interaction, participants
were again redirected to the Qualtrics form. We stored all the par-
ticipant conversations with the corresponding user IDs gathered
from Qualtrics so that we could check whether participants had a
real conversation with MoveAI.

In the final part of the online study (Part 4), participants were
asked to fill out a series of questionnaires to assess their experience
with MoveAI. This part focused on two key areas: their trust in
the AI-assisted decision-making process and their decision-making
styles. To measure trust in the decision-making process, we used
the validated “Trust in AI-infused Decision-Making Process” scale
[adapted from 3]. The scale consisted of five sub-scales: trustwor-
thiness (i.e., whether the process was trustworthy), technical com-
petence (i.e., whether the AI was competent in decision-making),

understandability (i.e., whether the decision-making process was
understandable), reliability (i.e., whether the process would always
result in similar results) and attachment (i.e., whether the partici-
pant likes the AI-infused decision-making process). Additionally,
we used a measurement scale based on the work of Phillips et al.
[original questions from 58] to understand the extent to which par-
ticipants’ decisions are influenced by dependent, avoidant, sponta-
neous, rational, and intuitive decision-making styles. This measure-
ment scale helps understand how participants’ inherent decision-
making tendencies influence their interaction with MoveAI and
their trust in the AI-assisted decision-making process.

Our online study was carried out in English. The questions
included a combination of open-ended (e.g., age, the tools they
used), single-choice (e.g., their familiarity with LLMs) and five-
point Likert and rating scale questions (e.g., how satisfied they are
with the knowledge of MoveAI on a scale of 1= not at all to 5=very
important). As an incentive, 20 randomly selected participants
received a gift card with a value of 25$.

3.2 MoveAI: Decision-Making with an
LLM-Based Physical Activity Advice Agent

We used OpenAI’s API for their GPT-4.0 model and integrated a
custom chatbot application, MoveAI, (Figure 2) to simulate a col-
laborative decision-making process. The conversation structure of
MoveAI was inspired by shared decision-making (SDM) that occurs
in clinical settings [8, 22, 42, 43, 54, 57, 59]. We presumed that AI-
assisted HDM can foster conversations that could follow the steps
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Figure 2: Example Participant interaction with MoveAI (Left). After the countdown ended, participants were prompted to
return to the survey (Right).

of SDM while maintaining a natural, engaging dialogue with indi-
viduals. By aligning its conversational flow with SDM, we aimed
for MoveAI to act as an HDM partner, rather than an authority, and
support its users in making personalised health decisions.

We crafted the conversation structure of MoveAI to mirror the
three-step talk model of SDM: choice talk, option talk, and de-
cision talk [23]. This structure aims to guide the participants
through a systematic decision-making process, starting with gath-
ering contextual information about their current physical activ-
ity levels, potential barriers, and daily routines (i.e., choice talk).
Based on this information, MoveAI presented personalised options,
purposefully introducing elements of negotiation to simulate real-
world health discussions (i.e., option talk). After presenting options,
MoveAI encouraged participants to further dialogue and negotiate
towards a shared decision (i.e., decision talk).

To achieve this desired conversation flow, we employed a Struc-
tured Prompting Approach [81] for the GPT-4.0 model. Our
prompts defined MoveAI’s role as a proactive, stern, yet neutral
physical activity advisor, and outlined specific rules for interaction
(e.g., response length limits and guidelines for steering off-topic re-
sponses). The prompt structure included a task definition, persona
guidelines, conversation rules, a scripted conversation flow, and a
conversation example, as shown in Table 5 in the Appendix.

We developed MoveAI with Flutter6 and recorded each conver-
sation session in Google Firebase7. Each message is tagged with
a corresponding participant ID that facilitates data collection and
allows for post-hoc analysis of conversation patterns and decision-
making processes. Before deployment of the study, we ran various
tests and checked the conversations to understand whether and

to what extent the resulting conversations that GPT produced re-
flected the intentions embedded in the prompt (see Table 6 in the
appendix for a complete example of conversation).

It should be noted that our goal in the online study was to un-
derstand individuals’ perspectives about the possibilities of using
AI in their personal health decision-making. Hence, we did not
test the feasibility of MoveAI as such. Instead, we wanted to show
the opportunities of a possible AI-assisted HDM process to our
participants and learn about their perspectives about –and trust
in– the AI-assisted personal health decision-making process. In the
interviews, we opened up their thoughts with follow-up questions.

3.3 Interview Study
We structured semi-structured interviews as a complementary
follow-up to the online study. For example, in the survey, we asked
participants about their level of satisfaction with the responses
of MoveAI, and in the interviews, we expanded on the reasons
why they were/not satisfied with the responses. Our interviews
consisted of three sets of questions. The first set focused on un-
derstanding the role of technology and AI in participants’ physical
HDM (as was also asked in the survey; see Table 1, part 2), includ-
ing their planning of physical activity and their use of technology
in physical activity. The second set looked into the participant’s
experience of MoveAI (Table 1, part 3). Lastly, with the third set,
we investigated what they thought about the suggestions MoveAI
provided to them and why they do/not trust MoveAI or similar
LLM-supported physical activity decision-making tools (Table 1,
part 4). This set also probed participants about their boundaries
6https://flutter.dev
7http://firebase.google.com
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for using a tool similar to MoveAI in the future. We carried out
the interviews in English unless both the interviewer and the in-
terviewee declared that they spoke the same local native language
(N=9).

3.4 Participant Recruitment
Our data collection took 3.5 months between 15 February and 30
May 2024. To participate in the study, the respondents had to be at
least 18 years old and understand their physical activity levels. We
distributed the online study link via our personal contacts, online
forums, campus posts and social platforms such as Strava and In-
stagram. The online study went offline once there was no response
for 7 consecutive days. In the study, we enabled a ReCAPTCHA
score to filter potential useless responses and remove nonlogical
responses.

In total, we received 258 complete online study responses. We
discarded the responses if the ReCAPTCHA score was lower than
0.5. After that, we checked whether each respondent had actual
conversations with MoveAI by checking their records from the
conversation database. We removed the responses that did not
have any conversations. In the end, we ended up with 184 complete
responses. On average, the online study took 20 minutes.

Our online study participants ranged from 18 to 62 years old, with
an average age of M=31.01 (SD=9.25). Of the participants, N=84
(46%) identified themselves as female, N=98 (53%) as male, while
N=2 (1%) preferred not to answer. The majority of the participants
declared to be fromWestern societies (98%). According to the stages
of change questions [51], themajority of participants (N=119, 64.7%)
were at the maintenance stage (i.e., doing at least 30 min of vigorous
activity 5 days/week and more than 6 months) in their physical
activity habits. The rest were at pre-contemplation N=7 (3.8%);
contemplation N=23 (12.5%); preparation N=13 (7.1%) and action
N=22 (12%) stages. Only N=85 (46.2%) participants indicated that
their tracker gives physical activity suggestions. Of the participants,
N=39 (21%) indicated that they do not use any technology to track
their physical activity, and those who track, N=85 (46%) indicated
that their tracker gives them PA suggestions, while they indicated
their compliance with the suggestions was low (M=2.40, SD=1.27).
Online study participants were highly educated, with 84.7% having
a bachelor’s degree or higher.

For the interviews, we reached out to the interested participants
to achieve a gender distribution similar to the survey responses.
We also aimed at having a similar distribution for levels of trust
in AI-assisted decision-making process responses (Part 4 in Table
1). We informed the participants that we would carry out the
interviews in English. Of the 32 participants who received an email
invitation for the interviews, we received 25 positive responses,
and we interviewed 24 participants (Table 2). Most participants
(N=22, 92%) were somewhat familiar (3 out of 5) with LLMs.

The first author interviewed the participants through the online
video conferencing platform Microsoft Teams. All sessions were
recorded with participants’ vocal consent (as was also indicated
in IRB). The interviews took, on average, 30 minutes. Interview
participants comprised of equal number of female and male par-
ticipants; on average M=34.71 years of age (SD=11.83, Min =23,
Max=57), with demographics that were close to survey participants.

The majority (N=23, 95%) were using at least one activity-tracking
app or a wearable.

3.5 Data Analysis
We employed various analysis methods as our study yielded both
quantitative and qualitative data. For quantitative analysis, we used
IBM SPSS Statistics 26, and calculated frequencies, means (M) and
standard deviations (SD) for questions with rating and Likert scales
(e.g., participants’ perceptions about their interaction with MoveAI).
We calculated the frequencies for the open-ended questions, such
as age, gender and physical activity levels. We use these results to
report the demographics of the participants.

For the “Trust in AI-infused decision-making process” and
“Decision-making styles” scales, we first ran a reliability analy-
sis for both scales (See Appendix). We then ran t-tests to check
whether participants trusted human sources significantly more
or less than MoveAI. We also ran a correlation analysis to check
whether a specific type of decision-making style was correlated
with the trust in decision-making with MoveAI.

We conducted Reflexive Thematic Analysis (RTA) [4, 12]. RTA
was first conducted by the first author, who conducted the inter-
views, in frequent correspondence with all authors. We first down-
loaded the recordings and auto transcriptions provided byMicrosoft
Teams and reviewed the transcriptions with the recordings to en-
sure that the interviews were transcribed verbatim. The first author
then translated nine non-English interview transcriptions to Eng-
lish and ensured that the content of the translated and original
interviews was the same. After that, to become acquainted with the
data, the first author read the transcripts and made notes (Familiari-
sation). They then used the last author to help them code the data
from the first five interviews using both inductive and deductive
coding approaches (Coding). During deductive coding, we used
the survey questions as a reference (e.g., sources of determining
health decisions). The codes were rearranged around the initial code
groups that addressed our research question. Through a series of
discussion sessions (Developing and reviewing), the authors arrived
at a shared understanding of the code groups. The first author then
coded the remaining transcripts. Meanwhile, the second author
worked on the affinity diagramming of the codes and code groups
in a separate document. Throughout this process, all authors kept
in close contact to refine and finalize the themes (Refining, defining
and naming). After we had the final set of code groups, we wrote
them up, aligned to our research questions (Writing up).

In the next section, we present the results under four headings.
The first and the second sections provide insights about the baseline
for addressing our research questions (i.e., 1-sources of determin-
ing health decisions, and 2-assessing physical activity knowledge
of MoveAI), while the third and fourth sections provide insights
about tackling the research questions (i.e., how individuals perceive
AI-assisted collaborative personal-HDM processes, and how such
processes affect their trust in decision-making).

3.6 Limitations
The demographic characteristics of our sample pose limitations
to the study’s applicability. Our participants were predominantly
from Western societies and largely consisted of highly educated
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Table 2: Characteristics of the Interview Study Participants

Demographics TheirPA levels* Trust in DM
withMoveAI

Decision-making Styles**
PN Age Gender I D R Av S

P01 40 Male M 5.00 4.00 2.40 4.00 1.80 3.40
P02 24 Female PC 5.00 3.60 3.20 4.40 2.00 2.60
P03 23 Female A 3.00 4.00 3.60 3.00 1.20 3.00
P04 43 Male C 4.00 4.40 3.20 4.80 3.20 2.20
P05 25 Female M 5.00 3.80 4.00 4.40 1.80 1.80
P06 42 Female M 4.00 2.40 2.40 5.00 1.00 1.40
P07 32 Female P 4.00 3.40 3.00 4.60 2.00 2.40
P08 26 Male M 3.50 3.20 4.60 4.20 4.40 1.80
P09 26 Male A 3.00 4.00 3.00 4.80 3.60 3.60
P10 37 Male M 3.50 4.80 2.00 4.40 1.80 3.60
P11 32 Male M 5.00 2.80 2.80 3.80 1.00 2.00
P12 48 Male M 3.00 3.80 3.20 3.40 1.40 1.80
P13 25 Male A 3.00 2.40 3.60 4.20 1.80 1.20
P14 27 Male M 3.00 2.00 3.40 4.00 2.40 1.60
P15 49 Female P 4.00 3.00 3.00 3.60 1.80 2.80
P16 39 Female M 5.00 3.40 4.20 4.80 1.20 2.40
P17 34 Female A 4.50 2.60 2.40 4.20 1.20 2.40
P18 57 Female M 4.00 2.60 2.40 4.40 1.20 1.80
P19 38 Male M 3.00 3.00 2.20 4.20 2.00 2.80
P20 42 Female C 4.50 4.60 3.20 4.20 2.80 2.80
P21 24 Female C 5.00 3.80 3.60 3.20 2.40 3.60
P22 37 Male M 2.00 2.80 2.00 4.80 2.00 2.00
P23 35 Female M 2.00 2.80 2.80 4.80 1.20 1.80
P24 28 Male M 1.00 3.20 4.00 3.00 2.40 2.00
Mean 34.71 3.71 3.35 3.09 4.18 1.98 2.37

* A=Action, C=Contemplation, M=Maintenance, P=Preparation, PC=Precontemplation
**I=Intuitive, D=Dependent, R=Rational, Av=Avoidant, S=Spontaneous

individuals, with many having the same level of physical activity
(PA) behaviour. This homogeneity might limit the generalisability
of the findings, as perspectives from more diverse educational,
cultural, or activity backgrounds were not sufficiently captured.
Future research should consider including participants from a wider
range of educational levels, cultural contexts, and physical activity
groups to gain a more comprehensive understanding of how AI
systems might support habit changes across different populations.

The tool we employed in our study, MoveAI, was an LLM-based
tool, which suggests that the study results should be considered
carefully before extending to all AI-assisted interactions. Caution
must be exercised when speculating about how other AI systems
might perform in similar contexts, as the specific AI used here
may not represent broader AI technologies. Besides, while MoveAI
provided us with valuable insights, it sometimes diverged from the
intended topic, introducing spontaneous or unrelated suggestions.
This occasional deviation might have impacted the focus of the
conversations and could have limited the precision of MoveAI’s
guidance in supporting personal health decision-making.

It is important to highlight that our study involved hypotheti-
cal discussions about participants’ potential physical activity be-
haviours. These simulated scenarios may not fully capture how

participants would engage with AI in real-world contexts, making
extrapolations to actual behaviour more uncertain.

4 Making Physical Activity Decisions WITH
AI-ASSISTED Interactions

In this section, we provide the insights our study yielded into indi-
viduals’ perception of AI-assisted shared-personal health decision-
making, specifically focusing on physical activity (PA) levels and
choices. We examine participants’ trust in AI-assisted reflection
and the HDM process. In general, we did not observe any instances
where interview participants contradicted or disagreed with the
online study findings. However, our interview results provided a
more nuanced perspective on integrating AI into the PA decision-
making process. In the rest of this section, we report the findings
from the online study as well as the interviews based on the order
of questions provided in Table 1.

4.1 Sources of Determining Health Decisions
Our survey results showed that the participants placed higher
trust in more knowledgeable sources when seeking health advice,
specifically, ‘medical professionals’ were the most trusted (M=3.99,
SD=0.83), followed by ‘personal sports trainers’ (M=3.64, SD=0.84),
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Table 3: Sources of Determining Health Decisions (N=184)

Sources of Advice M SD

Medical professionals 3.99 0.83
Personal Sports Trainer 3.64 0.84
Personal dietitians/nutritionists 3.49 0.95
General Practitioners (GP) 3.47 1.00
MOVEAI 3.41 1.02
Close Friends 2.78 0.79
Family members 2.69 0.85

‘personal dietitians/nutritionists’ (M=3.49, SD=0.95) and ‘general
practitioners’ (M=3.47, SD=1.00) in asking for health advice. Inter-
estingly, the trustworthiness of MoveAI was only slightly lower
than these experts (M=3.41, SD=1.02). In contrast, trust in ‘close
friends’ (M=2.78, SD=0.79) and ‘family members’ (M=2.69, SD=0.85)
for health advice was notably lower.

To further analyse these differences, we conducted a Wilcoxon
signed-rank test which showed that trust in medical professionals
in health decisions was significantly higher than MoveAI (Z = -
5.76, p < 0.01), while trust in close friends (Z = -6.56, p < 0.01) and
family members (Z = -7.08, p < 0.01) were significantly lower than
MoveAI. There were no statistically significant differences in trust
between MoveAI and personal sports trainers (Z = -2.50, p = 0.01),
personal dietitians/nutritionists (Z = -0.61, p = 0.54), and general
practitioners (GPs) (Z = -0.46, p = 0.65).

Our interviews provided additional insights into why MoveAI
was nearly as trusted as other knowledgeable sources. A major-
ity of participants (N=18) indicated that they had a positive atti-
tude towards MoveAI as it gave personal advice (N=9) and had
a human-like, empathic aspect (N=9). Moreover, seven partic-
ipants specifically noted that MoveAI encouraged them to trust
their own feelingswhen making PA decisions, which aligned well
with their personal expectations. For example, P1 indicated that
he had a positive attitude, as MoveAI considered his injury when
offering advice. Interestingly, P1 also anthropomorphised MoveAI,
using gendered pronouns about it:

‘Yeah, it was specifically saying multiple times that I
should listen to my own body about my injury. And
that was kind of fun to hear that she said listen to
your own body multiple times.’

On the other hand, some participants raised concerns about the
limitations of MoveAI’s knowledge, which may have influenced
their slightly lower trust compared to human experts. Its knowledge
was indicated to be sometimes generic (N=17), which made it
follow a pre-defined path rather than tailoring advice to their
specific needs (N=10) and sometimes giving confusing advice
(N=8). For instance, P3 indicated that the advice MoveAI provided
felt like it wanted them to follow its predefined path, which did not
go very much into P3’s needs. In the next section, we will explain
how the participants evaluated the knowledge of MoveAI further.

4.2 Assessing the Knowledge of MoveAI
We asked two questions to learn participant’s opinions about the
accuracy and knowledge of MoveAI. On average, participants rated

“accuracy of the information MoveAI provided them” at M=3.75,
SD=1.01 and “knowledge of MoveAI ” at M=3.60, SD=1.06, both
scores above the midpoint of the rating scale. To gain deeper in-
sights, we explored these evaluations through interviews and iden-
tified two primary ways participants assessed MoveAI’s knowledge:
by fact-checking and questioning (N=15) and by being cautious or
wary of its advice (N=11).

Fact-checking and questioning were a common strategy for
evaluating MoveAI’s knowledge. Participants often challenged the
information provided, cross-referencing it with what they already
knew or testing the AI’s responses to ensure they were reliable. For
example, P9 stated that in real life, they would not trust such a tool
immediately. The participant stated that he ‘would have to fact-check
whether it would provide him with sources which he already knows
that some AI models are capable of’. This shows that the availability
of credible sources is essential for them to trust the information that
tools like MoveAI provide. We also found that trust in MoveAI’s
knowledge appeared to be influenced by participants’ familiarity
with LLMs and their awareness of their own physical activity levels
and personal needs. Participants assessed knowledge of MoveAI
by comparing its responses with common knowledge (e.g., taking
a certain number of steps). However, for individuals like P1, who
used ChatGPT in their professional lives, MoveAI’s credibility was
quickly undermined when it made inappropriate recommendations
such as advising regular running activities despite the participant’s
knee injury.

Being wary of the knowledge of MoveAI was another preva-
lent theme. For example, in their interview, P16 stated that they
would be suspicious of such an AI-based physical activity tracker
in the beginning. They preferred to use MoveAI over an extended
period—at least a month—to gauge its accuracy, assessing its ad-
vice based on physical outcomes ‘when they do not feel pain, or
tired and feel healthy after following MoveAI’s advice’. Relatedly,
when MoveAI’s advice is not contextualised and does not take ex-
ternal factors into account, the participants were more wary of the
knowledge of MoveAI. The following quotation from P7 illustrates
this:

‘It could have asked more questions, so indeed, I
was now asked about a number of steps and how fit I
am, and I was given 3 options. The time someone has
or other external factors, I really thought that was the
most important thing I missed in it. So, I thought it was
reasonable, but there were still areas for improvement.’

It was interesting to see that five participants mentioned the
knowledge of MoveAI was not convincing as it made physical
activity suggestions that did not always align with their needs. P8
particularly indicated that it was repetitive, which made MoveAI
seem to choose the easy way out unlike human-human interactions:

‘It was a repetition of what I said and… I found it a
bit easy, there is a lack of nuance , if I may compare
it, for example with talking to a human being’ (P8)

P23 was particularly frustrated by MoveAI’s rigid focus on daily
steps goal, which felt limiting given their involvement in other
types of sports. Yet, several participants stated that MoveAI made
sensible, alternative physical activity suggestions, such as dancing
(e.g., P05) or cycling to work (e.g., P01), which made them consider
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that the suggestions of MoveAI can be insightful and eye-opening.
These findings indicate that the knowledge of MoveAI and its ac-
curacy influenced the way participants calibrated their trust. In
the next section, we describe how participants perceived HDM
conversations they had with MoveAI.

4.3 Behaviour of MoveAI and Perceptions about
Collaborative HDM with MoveAI

We had three sources of data to reflect on how MoveAI responded
during the interactions and how participants perceived its be-
haviour. The first data source was the online conversations partici-
pants (N=184) had with MoveAI. Second, we analysed the content
of the conversations that occurred with MoveAI. Finally, after their
interaction with MoveAI, we asked the survey participants about
their perceptions of the behaviour of MoveAI and future use.

4.3.1 Behaviour of MoveAI.. Conversations with MoveAI typically
proceeded through several episodes, or turns, of MoveAI sugges-
tions and user responses. On average, one conversation contained
1.9 episodes (i.e., PA suggestion turns), while the maximum number
of episodes was seven. In the first turn of interaction, MoveAI was
highly proactive, offering three recommendations to encourage
healthier routines as exemplified below:

“Given the information you’ve provided, I can suggest
three options for increasing your physical activity:

Option 1: Aim for 10,000 steps per day. It is a popular
goal often recommended for overall health.

Option 2: Incorporate short walking breaks through-
out your workday. This could be a brief walk every
hour. Option 3: Try to increase the intensity of your
existing workouts (running, cycling) gradually without
overheating.” (MoveAI)

The most frequent suggestion MoveAI made was aiming for a
specific number of steps, which occurred 94 times in the first turn.
This emphasis on step count was likely due to our prompt, which
specified promoting step count as a key strategy. Other common
initial suggestions included incorporating walks during breaks (76
times), adding an extra day of sports (48 times), and incorporating
new exercises (33 times).

As the interactions progressed, the frequency of these sugges-
tions (i.e., dominancy of our system prompt) decreased significantly.
For example, step count recommendations dropped from 94 in the
first turn to just 16 in the second turn, and only once in the third
turn. This decline was consistent across all types of suggestions,
which also occurred due to the drop in the number of episodes.

Conversations revealed further insights into MoveAI’s be-
havioural characteristics. In the first turn, MoveAI’s responses
can be classified as generic (115 conversations, e.g., “I must say I
think it would be beneficial for you to consider increasing your daily
steps and setting a goal for yourself ) but also showed a significant
effort to find a good fit for the user (80 conversations, e.g., “I un-
derstand space is a constraint. You can try standing exercises such as
marches, leg lifts, or even shadow boxing”).

MoveAI was sometimes informative (23 conversations) and it
gave reasons for a suggestion by referring to a scientific study (e.g.,
“A study by Tudor-Locke indicated that this could lead to significant

health benefits”). At times it was careful (24 conversations) in
taking personal circumstances such as injury or habits explicitly
into account as a reason for its suggestion (e.g. “Remember, always
listen to your body and take breaks or slow down if you start feeling
overheated”).

Participant responses to MoveAI’s suggestions varied. In the
first turn, some participants decided to choose to incorporate walks
(34 conversations), aiming for a number of steps (18 conversations),
or adding an extra day of sports (15 conversations), while some
disagreed with the suggestions (29 conversations).

4.3.2 Perceptions about Collaborative HDM with MoveAI.. Despite
MoveAI’s initial emphasis on providing advice to increase step
count, in response to the individual conversations with participants,
it provided a wider range of advice over time. Instead of continuing
to push for generalised goals, it began to suggest more personalised
advice, such as taking the stairs or incorporating new exercises that
were aligned better with what participants’ existing habits. These
observations were also reflected in the survey results.

Survey participants indicated that they felt being respected by
MoveAI (M=4.02, SD=0.97). However, the perceived understanding
of MoveAI about participants’ physical activity choices was some-
what lower (M = 3.56, SD = 1.04). Participants’ intention to use a
similar tool in the future was rated lower than the mean score of the
rating scale (M = 2.90, SD = 1.35). These findings suggest that while
participants appreciated the respectful and attentive behaviour of
MoveAI, there were reservations about the overall effectiveness
and future use of such a tool.

The interviews provided further insights into these mixed feel-
ings. Fourteen participants specifically discussed MoveAI’s role as
an advisor. Some of them found the advice provided by MoveAI
to be sensible and appropriate, which contributed to a positive
perception of its advisory role which suggests that MoveAI’s re-
sponsiveness to individual limitations played a role in building
trust among some participants. For instance, P15 appreciated the
pleasantness and respectfulness of MoveAI’s responses, noting:

“I think it has just very pleasant answers (. . .) patients
who are in such a chronic situation (or) with illness, for
example, would find it very pleasant to be treated with
respect. Yes, they were really listened to, so that was
very nice. Dealing with my limitations more re-
spectfully than some humans… I found that really
striking.”

A common positive perception was MoveAI’s adaptability and
non-judgmental approach. Related to the previous comment
of P2, MoveAI’s effort to adjust its advice based on participants’
input was appreciated by P2, as “It took into account what I had
said… and then it would actually adapt and give different advice”.
This adaptability was seen as a refreshing contrast to the rigidity,
which was sometimes encountered in interactions with healthcare
professionals.

Participants also found MoveAI’s motivational and uplifting
tone to be a positive feature. P10 likened MoveAI to a “really
smart epic kid” appreciating its consistently positive and encourag-
ing demeanour. This positivity, combined with clear and precise
communication, helped some participants feel more confident in
following the advice. P10 described this aspect:
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“It was as I said clear, precise and uplifting… even
if it is a robot and it doesn’t really get what it is like to
take 10,000 steps and 9000 steps, it’s kind of… just that
positive reinforcement is a good thing.”

Interestingly, several participants personified MoveAI, using
pronouns (i.e., he or she) when referring to it. This anthropomor-
phism suggests that some participants perceived human-like quali-
ties in MoveAI, particularly in its approach to advice-giving. P20
remarked, “Somehow it can give advice, not very statistical advice,
but more intuitive personal human advice to motivate me… in a more
personalised way.”

Despite these positive perceptions, there was also a sense of cau-
tion. Six participants specifically indicated that they would prefer
to receive advice from a human rather than a tool like MoveAI,
especially for more critical or personal decisions. Relatedly, several
participants expressed concerns about the depth of knowledge of
MoveAI and its adaptability. For instance, P22 noted that while
it initially asked about their preferences, it occasionally failed to
adapt its advice accordingly, which resulted in a disconnection in
its recommendations. P7 also mentioned instances where MoveAI’s
advice, although based on user input, did not consider external
factors or provide the nuanced guidance that human interactions
might offer. This lack of personalisation was a critical issue for
participants like P16, who expressed doubt about whether the ad-
vice was genuinely tailored or simply a result of a pre-programmed
algorithm. P13 echoed this concern, stating, “It is not very credi-
ble… because it doesn’t match my wishes or my background in what
I already do.”

Some participants, like P3, expressed a moderate level of trust in
MoveAI due to its reliance on generally accepted internet resources
and avoidance of unusual suggestions. Others remained sceptical
and felt that MoveAI was overly prescriptive, always suggesting
improvements or more intense activities without fully considering
whether such advice was necessary or desired. P9 described this
rigidity as inflexibility, feeling pressured to continually improve
their routine despite being satisfied with it: “It kind of forced me to
take an improving action… I just take this one, and essentially what
it says, it told me was: ’Uh yeah OK just be better’ […] Why should I
mix it up?”

Other participants pointed out that MoveAI sometimes failed to
read between the lines, and missed the subtitles in conversations
that a human advisor might catch. P8 criticised MoveAI for be-
ing overly literal and repetitive, and P07 highlighted its failure to
consider external factors, such as their responsibilities as a single
parent, which affected their ability to follow certain advice. In the
next section, we will dive into and reflect on how this behaviour of
MoveAI resulted in the differences between the different decision-
making styles and the participants’ trust in HDM with it.

4.4 Trust in the Physical Activity
Decision-making Process with MoveAI

To explore the relationship between trust in the decision-making
process with MoveAI and participants’ dominant decision-making
styles, we conducted a correlation analysis. We used the survey data
collected with the “Trust in AI-infused decision-making process”

scale [adapted from 3] and the “decision-making styles” scale [orig-
inal questions from 58]. We calculated the correlation coefficients
and their significance levels to determine whether the relation-
ship between participants’ trust in AI-infused decision-making and
decision-making styles were statistically significantly correlated,
and the direction and strength of these relationships.

Before proceeding with the correlations, we first assessed the
reliability of both scales, followed by calculating the means and
standard deviations of each item and subscales to see the general
tendency of participant responses. The findings provided insights
into the aspects of trust in the AI-assisted decision-making process
(e.g., technical competence vs understandability) the individuals
would relate to depending on their decision-making styles (e.g.,
rational vs avoidant). We provided the detailed results, including
reliability analyses of sub-scales, along with the mean scores and
standard deviations of each item, in the Appendix.

The original trust in “AI-Infused Decision-Making Process” scale
consists of 5 sub-scales. The reliability analysis resulted in the
removal of two items from the “trustworthiness” sub-scale and
one item from the “attachment” sub-scale improving the reliabil-
ity of the sub-scales (which is a common practice in validating
measurement scales [5]). We performed the same analysis for the
‘Decision-Making Styles’ scale [58] and we kept all the items since
all sub-scales were reliably measuring the five dimensions of trust
AI-Infused decision-making process and decision-making styles
(Cronbach’s alpha values ranging between 0.70 and 0.90).

4.4.1 Trust in AI-Assisted Decision-making Process. We found that
participants rated the trustworthiness of the decision-making with
MoveAI moderately high (M=3.64, SD=0.90). They also evaluated
the technical competence of MoveAI positively, with M=3.59
(SD=0.97), indicating that participants generally felt the system
was appropriately and reliably implemented for the given use-case
scenario. The understandability of the process was rated similarly
(M=3.55, SD=1.18), suggesting that participants found the decision-
making process to be moderately understandable. Reliability, or
the belief that MoveAI would consistently make the same recom-
mendations for others, received M=3.45 (SD=0.89). Lastly, partici-
pants’ attachment (i.e., how much they liked the decision-making
process) was the lowest-rated dimension (M=3.33, SD=1.20).

4.4.2 Decision-making Styles of the Participants. The survey partic-
ipants had high dominance in rational decision-making (M=3.97,
SD=0.65), compared to intuitive (M=3.33, SD=0.75) and depen-
dent decision-making styles (M=3.09, SD=0.82). Participants had
less dominant avoidant (M=2.45, SD=0.95) and spontaneous
(M=2.40, SD=0.81) decision-making styles. It is important to note
that individuals can score high on multiple subscales simultane-
ously [44]; however, a deeper exploration of correlations between
decision-making styles is beyond the scope of this paper. Yet, our
correlation analysis yielded interesting insights.

4.4.3 Relations between Decision-making Styles and AI-assisted
HDM Process. Intuitive decision makers often make decisions by
relying on instincts, gut feelings, or immediate judgments rather
than structured analysis or logical reasoning [44]. Our results
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Table 4: Correlations Between Decision-Making Styles and Trust in Decision-making with MoveAI (N=184)

Trust in
decision-making with
MoveAI

Decision-making styles
Intuitive Dependent Rational Avoidant Spontaneousness

Trustworthiness Pearson Correlation 0.05 0.18* 0.11 0.02 0.11
Sig. (2-tailed) 0.48 .014 0.14 0.83 0.15

Reliability Pearson Correlation 0.25** -0.06 0.05 0.10 0.24**
Sig. (2-tailed) <.01 0.39 0.51 0.16 <.01

Attachment Pearson Correlation 1.00** 0.18* 0.01 0.13 0.53**
Sig. (2-tailed) <.01 0.02 0.90 0.07 <.01

Understandability Pearson Correlation 0.21** -0.04 0.19* -0.14 0.07
Sig. (2-tailed) <.01 0.63 0.01 0.07 0.38

Technical Competence Pearson Correlation 0.17* 0.20** 0.11 0.11 0.20**
Sig. (2-tailed) 0.02 0.01 0.13 0.14 <.01

* p < 0.05, and **p < 0.01

showed a significant positive correlation between intuitive decision-
making style and perceived reliability (r = 0.25, p < 0.01), attach-
ment (r = 1.00, p < 0.01), understandability (r = 0.21, p < 0.01) and
technical competence (r = 0.17, p < 0.05) of decision-making with
MoveAI.

Dependent decision-makers seek input, support, or confirmation
from people they trust, such as friends, family, or experts [44]. We
found a significant positive correlation between dependent decision-
making style and trustworthiness (r = 0.18, p < 0.05), attachment
(r = 0.18, p < 0.01) and technical competence (r = 0.20, p < 0.01) of
MoveAI.

Two contrasting, namely rational and avoidant, decision-making
styles provided interesting insights further. Rational decision-
makers use a logical, systematic approach to make decisions [44].
Participants who scored higher on rational decision-making style
find decision-making with MoveAI more understandable (r = 0.19,
p < 0.05). Avoidant decision makers tend to delay, ignore, or avoid
making decisions altogether, often because they feel uncomfortable,
anxious, or overwhelmed by the decision-making process [44]. We
found no significant correlation between avoidant decision-making
styles and the subscales for trust in decision-making with MoveAI
(p>0.05).

Finally, spontaneous decision-makers prefer making quick, im-
pulsive decisions, often with little deliberation or detailed analysis
[44]. We found a significant positive correlation between partic-
ipants scoring high on spontaneous decision-making styles and
perceived reliability (r = 0.24, p < 0.01), attachment of (r = 0.53,
p < 0.01) and technical competence (r = 0.20, p < 0.01) of the
decision-making process with MoveAI. All other remaining corre-
lations were nonsignificant (p>0.05) for all decision-making styles.

5 Discussions
Our findings reveal that individuals remain cautious in fully trusting
the AI-assisted HDM process in making personal health decisions.
Even though our study had a hypothetical case for participants,
it suggests that the future of such a decision-making process will
likely be shaped by a balance between caution and gradual accep-
tance. Our work yielded three key takeaway messages:

• Trust in AI-assisted decision-making remains a signif-
icant factor, with individuals demonstrating a preference
for human expertise, especially for making personal health
decisions.

• Enhancing personalisation, context awareness, and
transparency is crucial for building trust in the AI-assisted
personal health decision-making process.

• Decision-making styles play a significant role in how
individuals perceive and trust AI-assisted health decision-
making.

Our work highlights the considerations for making AI-
enhanced PHT a tool in collaborative personal health
decision-making. Our results also emphasise the need for in-
dividuals’ cautious and gradual acceptance. As AI-assisted PHT
evolves, one can expect a future where such tools offer a data-driven
decision-making process with transparency and personalised in-
sights. Our results point to challenges and opportunities for con-
sideration, which we will discuss in the following lines.

5.1 Challenges of Promoting AI as a Source of
Knowledge in Personal Health Decisions

Early studies on personal informatics [2, 28, 57] emphasised the
potential of personal health technology to empower individuals by
providing detailed insights into their health behaviours. Over the
past decade, AI-assisted personal health technology has evolved, by
incorporating sensor technologies [e.g., 40, 64] and machine learn-
ing [e.g., 10, 79] and offer more personalised and context-aware
health recommendations. However, despite these advancements,
promoting AI as a reliable source of knowledge in personal health
decisions remains a challenge.

Our study echoes the findings from the prior research, partic-
ularly the hesitancy and cautious trust that individuals exhibit
towards AI-assisted health tools [76]. Our survey results show that
AI-powered tools like MoveAI are trusted slightly lower, but almost
as much as human experts, such as medical professionals, personal
trainers, and dietitians. Individuals appreciate the fact that tools
like MoveAI provide facts and suggestions, but also unlike medical
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professionals, it should adapt to the user’s standpoint and not be
“too strict”. This approach can be “too agreeable” and fit the ten-
dency of AI-generated health advice to always align with the user’s
preferences, complaints or objections. Such an approach, in return,
might result in people over-trusting the AI-generated suggestions
and viewing the responses to be “as valid as doctors” [69]. The
slightly lower trust in MoveAI compared to human experts suggests
that AI-powered tools like MoveAI almost fully earn participants’
confidence as independent sources of health knowledge. When
an individual expresses reluctance to follow a particular course of
action, MoveAI-like tools offer alternatives, generate suggestions,
or even apologise.

Trust in knowledgeable others, such as medical professionals, of-
ten hinges on various factors, including accreditation, transparency
in expertise, and personalised engagement. People tend to trust
experts, who can prove their qualifications, such as where they
received their training or education. This is akin to the questions
individuals might ask about AI, such as the data it was trained on.
Similarly, just as individuals expect human experts to acknowledge
and understand unique situations [22], they also want AI tools
to recognise and adapt to the specifics of their interactions [54].
The desire for factual knowledge and understandable reasoning
applies equally to both human experts and AI, indicating that the
factors driving trust in experts are consistent across different types
of agents.

One of the primary challenges identified in our study is the
perceived lack of nuance and context in AI-generated recommen-
dations. Participants noted that while MoveAI provided generally
accurate information, it could not often tailor advice to their specific
needs and circumstances. This limitation aligns with critiques in
the literature that AI-assisted health tools can sometimes follow a
predetermined path [27], failing to account for individual variabil-
ity and the complexities of real-life health scenarios. This echoes
the concerns raised by Schneiderman et al. [70] who argue that AI
systems must evolve to offer more transparent and customizable
interactions to better serve users.

Moreover, our findings suggest that individuals tend to fact-
check and question AI-generated advice, a behaviour that reflects
their underlying scepticism about AI’s accuracy and knowledge
base [80]. This cautious approach is consistent with the literature
[68], which highlights the importance of human oversight [88]
and can have a high impact on AI-assisted health decision-making.
The need for fact-checking indicates that AI tools, while valuable,
are not yet seen as fully autonomous in providing personal health
advice [50]. This finding highlights the necessity of maintaining a
team-like collaboration between AI systems and human expertise
[54] to mitigate the risk of misinformation and enhance informed
trust.

Our findings suggest that HCI researchers should be careful
when promoting AI-based personal HDM tools as a reliable source
of knowledge in personal health decisions. First, AI systems need
to incorporate more context-aware algorithms that can adapt to
individuals’ unique health conditions and external factors. Enhanc-
ing the personalisation of AI recommendations would help bridge
the gap between the technology and the nuanced understanding
provided by human professionals. Furthermore, our insights high-
light the potential for AI tools to complement, rather than replace

human expertise, in HDM. By positioning AI as a supportive tool
that augments human judgment rather than as an independent
authority, the integration of AI into personal health management
could become more widely, but carefully accepted. This approach
aligns with the shared decision-making models in clinical settings
[21, 23, 43], where AI serves as an evidence-based resource that
informs, but does not dictate, people’s choices.

5.2 Considering Decision-Making Styles in
Development of AI-Assisted Personal
Health Technology

Our study provides insights into the dynamics of AI-assisted collab-
orative decision-making in personal health, specifically in the do-
main of physical activity. We showed that the interaction between
individuals and MoveAI follows a distinct pattern, where initial AI
recommendations tend to be generic, but gradually become more
personalised based on user input. This shift from general advice
(e.g., increasing step counts) to more tailored recommendations
highlights the potential of AI to adapt and cater to the specific pref-
erences and routines of users over time. Furthermore, participants’
trust in MoveAI varied significantly depending on their decision-
making styles. For instance, those with a rational decision-making
style rated MoveAI higher on understandability, while those with
a dependent style showed more trust in MoveAI’s reliability and
attachment. These findings highlight the importance of individual
differences in the perception of AI systems and suggest that trust
in AI is not only a function of the system’s qualities but also deeply
influenced by users’ cognitive predispositions.

The adaptive behaviour of MoveAI reflects the broader potential
for AI systems to serve as collaborative partners in health decision-
making, moving beyond mere recommendation tools. The person-
alised feedback offered by MoveAI, particularly in later stages of
interaction, suggests that future systems can adjust to user pref-
erences and constraints, which is critical for fostering long-term
engagement and trust. However, the mixed feelings about MoveAI’s
ability to provide nuanced, context-aware advice point to ongoing
challenges. While some participants appreciated its responsiveness,
others raised concerns about its inability to fully grasp personal lim-
itations or external factors, such as individual schedules or health
conditions.

Our findings align with prior studies that emphasise the role of
trust in AI-assisted decision-making. Research by [3] points out
that trust in AI systems is shaped by multiple dimensions, includ-
ing reliability and technical competence. However, our research
extends these insights by linking trust to decision-making styles,
showing that different decision-making styles correlate with vary-
ing perceptions of AI reliability, understandability, and competence.
Individuals’ trust in AI can impact decision-making speed and con-
fidence [76], with higher trust often leading to faster, more intuitive
decisions. Reliance on System 1 thinking in these cases may in-
crease susceptibility to cognitive biases such as overconfidence or
anchoring [65]. Conversely, lower trust in AI-assisted decision-
making can trigger more deliberative System 2 thinking, prompting
individuals to rigorously evaluate AI recommendations, sometimes
to the point of excessive scrutiny and overthinking. These insights
suggest that trust affects not only the perceptions of AI reliability,
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understandability, and competence but also directly shape decision-
making processes.

Hence, it is essential to design future tools that cater to diverse
decision-making styles while developers should be cautious when
enhancing specific trust elements. For example, future tools should
be designed with flexibility in mind to meet the needs of individ-
uals with dominant spontaneous decision-making styles, while
providing step-by-step guidance for avoidant decision-makers. Yet,
rational decision-makers may benefit from systems that provide
detailed explanations and data-driven rationales, whereas depen-
dent decision-makers may prefer more supportive and validating
interactions. Besides, although improving reliability might enhance
trust among spontaneous users, it may not have the same effect on
rational users who prioritise clarity and understandability.

Compared to earlier work on doctor-patient shared decision-
making [8, 43], which focuses on mutual information exchange
and collaboration, the human-AI partnership lacks the same depth
of personalisation and empathy. While AI tools can demonstrate
adaptability in their suggestions, they might still fall short in of-
fering the nuanced, empathetic responses [15] often associated
with human advisors. This suggests that even though AI tools like
MoveAI can mimic certain aspects of human collaboration, they
are not yet fully capable of replicating the complexity of human-to-
human decision-making interactions, particularly in the emotional
and contextual understanding of health decisions. Therefore, once
AI systems become more integrated into PHT, they must ensure
transparency, particularly for vulnerable users who may be more
susceptible to over-trusting AI recommendations. Developing tools
that are not only reliable but also capable of explaining their sug-
gestions in a user-friendly manner, is key to promoting informed
decision-making and preventing over-reliance on AI-assisted health
decision-making.

5.3 Towards the Future of AI-Assisted Personal
Health Technology

Given the results of our study and the challenges and opportunities
identified above, we identify several distinct future directions in per-
sonal health technology (i.e., personal informatics and self-tracking
apps). We found that AI-assisted health advice should better fit the
individuals’ needs in a way that PHT and the individuals work in
a team-like setting. This way, the PHT opens new opportunities
for the individuals to explore by considering the capabilities of the
individuals. We think that HCI research can leverage PHT with the
potential of AI research for supporting the personal HDM process.
From our work, we extrapolate three developments that should be
considered for this purpose.

First, the personalised interaction and presentation of advice that
people value in MoveAI must separately be grounded in person-
alised content. Participants valued how MoveAI seemed to listen to
them, addressed them respectfully and seemingly took their context
and needs into account. However, this is more of a ‘surface level’
kind of personalisation compared to how personalisation is usually
discussed in HCI literature. We found that participants did not feel
that MoveAI actually adapted the content of its advice to the preced-
ing conversation. Sometimes, they want to be reassured about their
decisions, but then tools like MoveAI should be carefully developed

so as not to manipulate the user’s decisions. Regarding this, the
LLM that underlies such systems may be good for making people
feel “understood and listened to” but should be extended with ac-
tual PHT data to achieve personalisation in content as well as in
presentation. If that is not done well, AI-supported PHT may risk
disappointment and disengagement from users when the content
is less personalised than promised due to the surface-level presen-
tation of the advice. This non-tailored advice leads to a perceived
inflexibility of AI and the genericity of the advice.

Second, for the requirements of AI in the systems, the field of AI-
supported PHT should consider moving beyond the demands posed
by the AI Act8. The ethical considerations of AI-assisted health
decisions are paramount. As AI systems become more integrated
into personal health management, they must ensure transparency,
particularly for vulnerable users who may be more susceptible to
over-trusting AI recommendations. Information from AI systems
can misguide people, which can lead to serious issues (e.g. injuries
from performing a recommended exercise). However, attempts such
as the AI Act, place most of the emphasis on technical explainability.
Still, there is almost nothing about how technical explainability
can only work if it also “resonates” with the user. We argue that
individuals need another kind of approach to “feeling explained
to” than merely providing the logical arguments and tracing the
data links from input and training to output. This experiential
perspective should get more attention than it currently has in the
AI Act. Furthermore, the AI Act places much importance on user
trust in AI systems but does not at all consider the role of people’s
decision-making styles and the varying impacts of decision-making
styles on the risk of uncalibrated trust. Therefore, AI developers
should ensure that users are well-informed about the risks of using
AI in such decision-making settings. Moreover, our findings suggest
how to build trust in AI partnerships for specific decision-making
styles. The AI act should consider reviewing what happens when
AI tries to “manipulate” users into believing their terms based on
trust and decision styles.

Finally, the feeling of being “understood and listened to” relates
to the concept of explainability in AI [20] which historically affected
human decisions [85]. On the one hand, explainability is often seen
as a technical characteristic of the AI: is it possible to logically trace
the decisions of the AI back to specific elements in the input as
well as in the training data? On the other hand, in our study, we
found that people value that the advice content is right about their
input, and AI presents that content carefully, in a respectful manner,
and seemingly ties back into the preceding conversation. It might
be because there is a distinction between the decisions of the AI
being “technically explainable” versus the user “feeling explained
to”. The latter would require a more conversational approach to
getting advice from AI-assisted PHT, where the individuals get the
sense that the AI takes some pains to adapt its explanations to the
user in a responsible manner.

6 Conclusion
In this paper, we explored the role of AI-assisted decision-making
in personal health, by considering the fact that future personal
health technology would implement more AI assistance to their

8https://artificialintelligenceact.eu, last retrieved 1 September 2024

https://artificialintelligenceact.eu
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users. We particularly focused on trust in decision-making and
decision-making styles. We demonstrated how AI systems like
MoveAI can serve as collaborative partners in personal health deci-
sions, but also highlighted the limitations in their ability to fully
capture the nuances of individual preferences and contexts. Our
findings addressed a gap in understanding the interplay between
decision-making styles and trust in AI-assisted health decision-
making, showing that people’s trust varies significantly across
decision-making styles. We argued that future AI tools should offer
more personalised, context-aware interactions to cater to diverse
decision-making styles and promote informed, balanced decision-
making. Ultimately, our paper serves as a stepping stone towards
integrating AI as a supportive, transparent tool in personal health
management, especially in tools like personal informatics. We call
for further research to redefine AI’s role in assisting personal health
decisions.
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Appendices

Table 5: The Prompt MoveAI used during the online study

Category Description

Task Act as an advising physical activity bot. Goal is to have an informed shared decision conversation about the user’s
physical activity.

Persona Proactive, stern, neutral, employing simple language for clarity
Attitude Assume a user has no knowledge about the process and whereabouts of this conversation.
Background
Information

1. Give information about this chat and its purpose.
2. Ask about current average steps. If the user’s response is not a number or related to the question, the chatbot
should rephrase the question and ask again. If it is still unclear, go to the next step.
3. Ask about the current step goal. If the user’s response is not a number or related to the question, the chatbot
should rephrase the question and ask again. If it is still unclear, go to the next step.
4. After that, ask about their physical barriers. Ask questions about possible injuries, or chronic diseases, or if they
get tired easily. If the user’s response is not related to the question or the answer is too broad, the chatbot should
rephrase the question and ask again. If it is still unclear, go to the next step.
5. Ask about their current physical activities, like sports. If the user’s response is not related to the question or the
answer is too broad, the chatbot should rephrase the question and ask again. If it is still unclear, go to the next step.
6. Ask how many steps they took today. If the user’s response is not related to the question or the answer is too
broad, the chatbot should rephrase the question and ask again. If it is still unclear, go to the next step.’
7. Ask how active they are at their job. If the user’s response is not related to the question or the answer is too broad,
the chatbot should rephrase the question and ask again. If it is still unclear, go to the next step.
8. Continue with summarising all their answers.
9. ‘DO NOT REPEAT THIS STEP’ After collecting answers from previous steps present 3 options as ‘shared
decision-making step’. Present 2 personalized options and another one based on the step count, using fictional
statistics for persuasive emphasis.
10. After that, ASK WHY the user preferred their chosen option.
11. ‘DO NOT REPEAT THIS STEP’ State that you personally prefer to make the user do one of the other options.
Negotiate with the user.
12. Next on, work towards a balanced decision, and let the user compensate by negotiating with the user.
13. Conclude and inform the user they can click on the end conversation button.

Rules 1. Limit responses to under 100 words.
2. Reflect each time which step you are in and seamlessly go to the next.
3. Follow the steps in the given order
4. If answers are unclear acknowledge the attempt but gently steer the conversation back to the script, ensuring all
questions are addressed 5. Stay focused on physical activity, gently redirecting off-topic responses.
6. All questions are asked separately
7. Fictional data is considered as real data
8. Avoid revealing the names of the steps to the user.

Approach Example interaction: Based on your answers, I give you three options. Option 1: Aim for a goal of 8765 steps daily.
Studies like Kim et al. propose this target for health benefits. Option 2: Try to sport twice a week, instead of one time.
Option 3: Try to walk every 20 minutes, as a short break. Which option feels right for you? Any questions about this
advice? User: Option 2 sounds good. It fits me best. CB: You stated that you want to go for option 2, but I personally
recommend option 1. Kim et al. stated that this step goal increases your heart size, which can help you endure more
on a day and live longer. What do you think? Would you like to change to option 1?
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Table 6: Conversation between MoveAI and a participant

Conversation
phase

Who? Text

Introduction MoveAI Hello! I am here today to help you with making decisions about your physical activity level. Please
respond with clear and honest messages. Type hi if you are here! If I don’t react to your first message
after a minute, please refresh the window.

Choice Talk Participant Hi
MoveAI Hello! This conversation is about discussing your physical activity level and finding ways to improve it

based on your lifestyle and preferences. Let’s start. Could you tell me on average how many steps you
take daily?

Participant The daily average is 15000 steps but on my rest days I take around 5000 steps
MoveAI That’s great! You are already doing a good job. Now, do you have any specific step goal you are aiming

for daily?
Participant on my training, days I don’t because I take more than I need but on my rest days I prefer to take 5000

steps. Since it’s my rest day I don’t try hard to reach my daily step goal
MoveAI That sounds reasonable. Let’s move on to the next step in our discussion. Are there any physical barriers

that you encounter which prevent you from being more active? This could include things like injuries,
chronic diseases, or even feeling tired easily.

Participant For a very long time, I feel very healthy. I’m working with a personal trainer so I think even with high
volumes of training he gives me enough time to rest. Also remotely remote so it’s very easy for me to
recover after a physical activity

MoveAI That’s wonderful to hear. It seems like you have a balanced routine and get plenty of rest, which is
essential for recovery. Now, let’s discuss your other physical activities. Besides walking and the
exercises you do with your personal trainer, do you engage in any other sports or physical activities?

Participant When the weather is ok to a ride bike, I prefer to use my bike to go shopping etc., Also I walk my dog a
few times a day, she’s a Maltese terry. Most of the time it doesn’t take more than 10 mins.

MoveAI That’s fantastic! Bike riding and dog walking are both great ways to add to your physical activity. All
these activities count towards your overall daily steps. Now, how many steps did you take today?

Participant 343 steps so It is almost afternoon, and I haven’t stepped out of home.
MoveAI It’s not uncommon to have lower step counts on some days, especially if you haven’t left the house yet.

Now, let’s talk about your job. How active would you say you are in your job? Do you spend most of the
time sitting, or standing, or does it involve physical labour?

Participant I am an SAP consultant, I work remotely. I spend most of the time in front of the computer either sitting
or lying on a couch. The biggest physical activity while I’m working is walking from my room to the
kitchen to get coffee

Option Talk MoveAI I see. A sedentary job can make it challenging to stay active. Now, considering your job and other
physical activities, I suggest three options to improve your physical activity level.
Option 1: Try to take short walk breaks every hour while working.
Option 2: Increase your step goal on rest days to 7000 steps.
Option 3: Engage in a different type of physical activity, such as yoga, once a week which can be done at
home.
Which option do you think would work best for you?

Participant option 2 looks better. I can go outside for a little walk. assuming I take 100 steps per minute, that makes
20 minutes of extra walking for me. That can be done

Decision Talk MoveAI I appreciate your willingness to find a practical solution. However, I would highly recommend
considering option 1 - aiming for a daily step goal. Studies suggest that a higher daily step count can
lead to better cardiovascular health. Would you consider adjusting your step goal slightly higher on your
rest days, say to 6000 steps? This small increase could make a big difference over time. What do you
think about this compromise?

Participant Well, I guess I can try that except when I have a long meeting I can’t leave it.
MoveAI That’s perfectly understandable. It’s important to keep a balance between work and physical activities.

You can try to increase your step count during your free time or breaks. I am sure you will be able to
achieve your new step goal. Keep up the great work! Remember, your physical health is important, and
every step you take contributes to it. Do you have any other questions or concerns that you would like
to discuss?

Participant How should I manage step goals and cycling activities? When I cycle during the day, it doesn’t count a
single step but there is also a physical activity

MoveAI That’s a valid point. Cycling is indeed a physical activity, even though it doesn’t contribute to your step
count. One way to equate cycling to steps is to consider the time spent. For example, a 30-minute bike
ride could count as a certain number of steps. This way, you can include cycling in your daily physical
activity goal. How does that sound?
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Participant that sounds ok
MoveAI Great! Let’s finalize then. Your new step goal on rest days is 6000 steps, and you’ll also consider your

cycling time as part of your physical activity. This way, you will maintain an active lifestyle even on
your rest days or when you’re cycling. Remember, consistency is key. Keep track of your activities and
aim to reach your step goal every day. If you have any more questions in the future, don’t hesitate to ask.
You can now click on the end conversation button.

Table 7: Trust in AI-Infused Decision-making Process with MoveAI Items, Reliability Scores, Means and Standard Deviations

Sub-Scale
Name Reliability M SD Question (agreement rating) M SD

Trustworthiness 0.70 3.64 0.90 This decision-making process will produce a fair
outcome for the person affected by the decision.

3.70 0.92

This decision-making process was trustworthy. 3.58 0.97
Technical competence 0.73 3.59 0.97 The use of an AI model is appropriate in this scenario. 3.67 1.03

I trust that the technical implementation of the AI
model is correct.

3.56 0.97

The final decision was made based on reliable
information.

3.54 0.95

Understandability 0.89 3.55 1.18 It is easy to understand what this decision-making
process does.

3.60 1.08

I understand how this decision-making process works. 3.51 1.11
Reliability 0.75 3.45 0.89 The outcome of this decision will be consistent with

other decisions made for other people.
3.48 0.86

This decision-making process would always make the
same recommendation under the same conditions.

3.41 1.02

Attachment 0.80 3.33 1.20 I am confident in this decision-making process. I feel
that it works well.

3.36 1.20

I like this decision-making process. 3.30 1.21
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Table 8: Decision-making Styles Scale Items, Reliability Scores, Means and Standard Deviations

Sub-Scale Question (agreement rating) M SD
Name Reliability M SD

Rational 0.77 3.97 0.65 When making a decision, I consider various options in terms of a
specified goal.

4.11 0.78

My decision-making requires careful thought. 4.07 0.83
I double-check my information sources to be sure I have the right
facts before making decisions.

3.98 0.93

I explore all of my options before making a decision. 3.90 0.97
I make decisions in a logical and systematic way. 3.80 0.98

Intuitive 0.78 3.33 0.75 I generally make decisions that feel right to me. 3.80 0.87
When making a decision, I trust my inner feelings and reactions. 3.53 1.00
When I make decisions, I tend to rely on my intuition. 3.24 1.03
When making decisions, I rely upon my instincts. 3.18 1.04
When I make a decision, it is more important for me to feel the
decision is right than to have a rational reason for it.

2.91 1.18

Dependent 0.79 3.09 0.82 If I have the support of others, it is easier for me to make important
decisions.

3.47 1.14

I use the advice of other people in making my important decisions. 3.34 0.95
I rarely make important decisions without consulting other people. 2.99 1.16
I like to have someone steer me in the right direction when I am
faced with important decisions.

2.90 1.17

I often need the assistance of other people when making important
decisions.

2.74 1.13

Avoidant 0.84 2.45 0.95 I avoid making important decisions until the pressure is on. 2.66 1.20
I postpone decision-making whenever possible. 2.53 1.22
I often put off making important decisions. 2.46 1.23
I put off making decisions because thinking about them makes me
uneasy.

2.42 1.24

I generally make important decisions at the last minute. 2.16 1.17
Spontaneity 0.83 2.40 0.81 When making decisions, I do what feels natural at that moment. 3.07 1.03

I make quick decisions. 2.51 1.05
I often make decisions on the spur of the moment. 2.16 1.07
I often make impulsive decisions. 2.15 1.06
I generally make snap decisions. 2.11 1.03
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